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Are Neural Topic Models Broken?

Topic models are widely used

Prior work: coherence metrics are flawed, 

differentiating models when humans do not

And new topic model variants are getting introduced in top ML/NLP 

conferences all the time!

Possible solution and takeaways
- In paper, we introduce a simple ensembling method that 

improves both alignment and stability

- Evaluation should be aligned with use case!

Fig 1: Citation share since 2019, and for just one popular topic 

model: LDA!  (Source: Semantic Scholar)
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Results

In the absence of unsupervised metrics 

that predict human interpretability, how 

can we evaluate topic models?

Idea: Use metrics that correspond to 

content analysis, a dominant use case

References

Alignment: do I match human labels?

Stability: are my estimates reliable?

Using standard clustering metrics, we measure the extent to which 

assigned labels for documents (that is, the most probable topic 

per document) agree with human-provided labels.  

Shown here: Adjusted Rand Index. The rand index compares all 

pairs of the gold labels and assigned labels over documents, 

counting the proportion of pairs that have the same (TP) or 

different (TN) assignments. ARI corrects for chance. Other metrics 

in paper

Intuitively, estimates from a model on the same set of data should 

be similar over multiple runs. That is, we want the distance 

between the topic-word estimates of each run to be small.

Collect the topic-word estimates for 𝑚 runs and 𝐾 topics

𝛽𝑘
(𝑖)
, 𝑖 ∈ 1,… ,𝑚; 𝑘 ∈ 1, … ,𝐾. For each run pair, compute pairwise 

RBO distance 𝑑 between all 𝐾 topics in each run. For a pair of 

runs 𝑖, j, we want to find a permutation of rows 𝜋(⋅) that minimizes 

the total distance

If the total distances for the set of 
𝑚
2

runs for one model is 

smaller than a second model, then the first model is more stable.

Practitioners want to make valid inferences from model outputs

Stability

Alignment

Fig 3: Classical models are better-aligned: this graph shows the adjusted 

Rand Index for Wikipedia and Bills dataset, K=50 topics, averaged over 10 

runs (with randomly varied hyperparameters and seeds). Orange is a 

classical model with Gibbs-sampling; blue are neural models.

Fig 4: Classical models are more stable: this graph shows the total 

distance between topic-word estimates over 10 runs (randomly 

varied hyperparameters and seeds).
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